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Abstract

Recently, it was shown with the help of Fourier analysis that by incor-
porating a Gaussian multiplier into the truncated classical sampling series,
one can approximate bandlimited signals of �nite energy with an error
that decays exponentially as a function of the number of involved samples.
Based on complex analysis, we show for a slightly modi�ed operator that
this approximation method applies not only to bandlimited signals of �nite
energy, but also to bandlimited signals of in�nite energy, to classes of non-
bandlimited signals, to all entire functions of exponential type (including
those whose samples increase exponentially), and to functions analytic in a
strip and not necessarily bounded. Moreover, the method extends to non-
real argument. In each of these cases, the use of 2N +1 samples results in
an error bound of the form Me��N , where M and � are positive numbers
that do not depend on N . The power of the method is illustrated by several
examples.
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1 Introduction

Throughout this paper, we shall use the following notation. For � � 0 we denote
by E� the set of all function f which are entire, that is, analytic in the whole
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complex plane, and satisfy

lim sup
r!1

logmaxjzj=r jf(z)j
r

� � : (1)

We call E� the class of entire functions of exponential type �:
When we have a function f : C ! C and write f 2 Lp(R); we actually

mean that the restriction of f to R belongs to Lp(R): The norm in Lp(R) will
be denoted by k � kp for p 2 [1;1]. The spaces Bp� := E� \ Lp(R) are called
Bernstein spaces; see [5, x 6.1]. We have

B1
� � Bp� � Br� � B1� (1 � p � r � 1):

It is well known that a function f is a signal of �nite energy bandlimited to
[��; �] if and only if f is the restriction to R of a function from B2

�:
Introducing the sinc function by

sinc z :=

8<:
sin�z

�z
if z 2 C n f0g;

1 if z = 0;

we may state the classical sampling theorem of Whittaker{Kotel'nikov{Shannon
(see [7, p. 49]) as follows.

Theorem A Let f 2 B2
�; where � > 0. Then, for h 2 (0; �=�]; we have

f(z) =

1X
n=�1

f(hn)sinc (h�1z � n) (z 2 C ): (2)

The series converges absolutely and uniformly on every strip j=zj � K for any

K > 0.

In practice, the use of (2) is limited since the series converges slowly unless
jf(x)j decays rapidly as x ! �1: However, if we choose h strictly less than
�=�, which is the case of oversampling, we can easily incorporate a convergence
factor into the series in (2). In fact, for 0 < " < � � h�; let � 2 E" such that
�(0) = 1. Suppose that j�(z)j decays rapidly on lines parallel to the real axis,
at least as fast as O(j<zj�1); say. Then, for any �xed � 2 C , the function

z 7�! f(z)�
�
h�1(� � z)

�
(3)

belongs to B2
�+"=h: Applying Theorem A, we obtain

f(z)�
�
h�1(� � z)

�
=

1X
n=�1

f(hn)�(h�1� � n) sinc (h�1z � n): (4)
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Finally, substituting � = z, we arrive at

f(z) =

1X
n=�1

f(hn)�(h�1z � n) sinc (h�1z � n): (5)

The speed of convergence of the series in (5) is determined by the decay of j�j.
However, the decay of an entire function of exponential type is limited. It is
known (see [1], [6, p. 81]) that if

�(x) = O
�
e�w(jxj)

�
(x! �1);

where w is a non-negative function satisfying some mild regularity conditions
on the positive real line, then we must haveZ 1

1

w(x)

x2
dx < 1:

This shows that an entire function of exponential type cannot decay as fast as
e�cjxj for some positive c. As a consequence, by taking N terms of the series in
(5), we cannot have a truncation error that is bounded by

Me��N (N 2 N) (6)

for some positive constants M and �.
Now, let

G(z) := exp
�� z2

�
; (7)

which may be called a Gaussian function since, apart from a normalization, it
describes the Gaussian probability distribution. It is not diÆcult to show that if
in (5) we used an appropriately scaled form of G instead of �, we could obtain
a truncation error that has a bound of the form (6). Unfortunately, G is not of
exponential type and so (5) will no longer be valid.

Nevertheless, as was mentioned to one of us by Liwen Qian, Chinese chemists
have used a Gaussian multiplier in the sampling series, without caring for a
mathematical justi�cation, and they obtained numerical results of high accuracy.

A rigorous mathematical investigation of the e�ect of a Gaussian multiplier
was given by Qian, Qian and Creamer, and Qian and Ogawa in a series of papers
where the authors considered the classical sampling theorem and various variants
(see [8], [9], [10], [11], [12]). We can say that if � is replaced by the Gaussian
function, then (5) holds with an error term which occurs as an aliasing error
in the above derivation while the cited authors called it a localization error. It
turns out that, by scaling G appropriately, this additional error can be made at
least as small as (6). Hence, the total error has also a bound of the form (6).

For a precise statement, we denote by bxc; where x 2 R; the largest integer
not exceeding x. Then a result in [9, Theorem 2.2 for b = 1; s = 0] may be
formulated as follows.
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Theorem B Let f 2 B2
�; where � > 0. For h 2 (0; �=�); � := (� � h�)=2,

N 2 N n f1; 2g; x 2 R; and

ZN (x) :=
�
n 2 Z : jbxc � nj � N

	
;

de�ne

Gh;N [f ](x) :=
X

n2ZN (x=h)

f(hn) sinc
�x
h
� n

�
exp

�
� �

N � 2

�x
h
� n

�2�
: (8)

Then

��f(x)� Gh;N [f ](x)
�� � 2e��(N�2)p

��(N � 2)

r
�

�
kfk2

"
1 +

e3�=(N�2)

2
p
��(N � 2)

#
: (9)

The proofs in the cited papers by Qian and his co-authors are always based on
real Fourier analysis. Therefore, the condition that f belongs to L2(R) cannot be
considerably relaxed. Moreover, the proofs do not extend to non-real argument
of f .

In this paper, we show that sinc approximation with a Gaussian convergence
factor can be conveniently studied by using the method of contour integration.
This approach has the following advantages:

� it is simpler;

� it gives slightly better error bounds;

� it extends to non-real argument;

� it extends to functions that do not belong to L2(R); even unbounded
functions can be considered;

� it admits functions that are not restrictions of entire functions;

� it extends to certain classes of non-bandlimited signals;

� it is very 
exible and allows various modi�cations.

Our investigation was started in July 2000 when the second named author spent
a few days in Erlangen but it was delayed afterwards and gained a new impulse
through the work of Qian Liwen et al.
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2 Entire Functions

In the following theorem the hypothesis on f is much weaker than in Theorem B
and the conclusion extends to non-real argument. Note that the operator (11)
used for approximating f has been slightly modi�ed as compared with (8). The
truncation has been made symmetric. This avoids that after �xing N , the error
bound is obtained in terms of N � 2.

Theorem 2.1 Let f be an entire function such that

jf(� + i�)j � �(j�j) e�j�j (�; � 2 R); (10)

where � is a non-decreasing, non-negative function on [0;1) and � � 0: For
h 2 (0; �=�); � := (� � h�)=2, N 2 N; z 2 C ; j=zj < N and Nz := b<z + 1

2c,
de�ne

Ch;N [f ](z) :=
Nz=h+NX

n=Nz=h�N

f(hn) sinc
� z
h
� n

�
exp

�
� �

N

� z
h
� n

�2�
: (11)

Then��f(z)� Ch;N [f ](z)
�� � ��sin(h�1�z)�� 2e��Np

��N
�
� j<zj+ h(N + 1)

�
�N (h

�1=z);
(12)

where

�N (t) := cosh(2�t) +
2e�t

2=N

p
��N [1� (t=N)2]

+
1

2

�
e2�t

e2�(N�t) � 1
+

e�2�t

e2�(N+t) � 1

�

= cosh(2�t) +O(N�1=2) (N !1):

Proof Let z = x+ iy; where x; y 2 R: We may assume that � < � and h = 1.
The more general result can be deduced from that special case by considering the
function � 7! f(h�). We may also assume that y � 0: The more general result

can be deduced from that special case by considering the function � 7! f(�):
After these specializations, we introduce N 0 := N + 1

2 and denote by R the
positively oriented rectangle with vertices at �N 0+Nz+ i(y�N): Now, setting
! := �=N , we consider the kernel function

K(z; �) :=
sin�z

2�i
� f(�)G(

p
!(z � �))

(� � z) sin��
: (13)

When z is not an integer, then, as a function of �; this kernel has simple poles
at z and at the integers, and has no other singularities. By the residue theorem,
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we readily �nd that

E := f(z)� C1;N [f ](z) =

Z
R
K(z; �) d�

=
sin�z

2�i

Z
R

f(�)G(
p
!(z � �))

(� � z) sin��
d� :

Now, denote by I�hor the contributions to the last integral coming from the two
horizontal parts of R, where + and � refer to the upper and the lower line
segment, respectively. Similarly, denote by I�vert the contributions coming from
the two vertical parts of R, where + and � refer to the right and the left line
segment, respectively. Then

E =
sin�z

2�i

�
I�hor + I+vert + I+hor + I�vert

�
; (14)

where

I�hor = �
Z N 0+Nz

�N 0+Nz

f(t+ i(y �N))G(
p
!(x� t� iN))

(t� x� iN) sin�(t+ i(y �N))
dt

and

I�vert = �i
Z N+y

�N+y

f(�N 0 +Nz + it)G(
p
!(z �N 0 �Nz � it))

(�N 0 +Nz + it� z) sin�(�N 0 +Nz + it)
dt :

In order to estimate these integrals, we use the following inequalities holding for
�; �; t 2 R:

jG(� + i�)j � e��
2 � e�2 ; (15)

jsin(� + i�)j � jsinh�j = ej�j

2

�
1� e�2j�j

�
; (16)

��sin�(�N 0 +Nz + it)
�� = cosh�t � e�jtj

2
; (17)

and ���N 0 +Nz + it� z
�� � N : (18)

Furthermore, for any point � + i� 2 R; we have
jf(� + i�)j � �(N 0 + jNzj)e�j�j � �(jxj+N + 1)e�j�j:

With these estimates, we �nd that��I�hor�� � 2�(jxj+N + 1)e�jy�N je��jy�N je!N
2

N (1� e�2�jy�N j)

Z N 0+Nz

�N 0+Nz

e�!(x�t)
2

dt

� 2�(jxj+N + 1)e��N e�2�y

N (1� e�2�jy�N j)

Z 1

�1
e�!s

2

ds

= 2��(jxj+N + 1)
e��Np
��N

� e�2�y

1� e�2�jy�N j
;
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and so��I+hor��+ ��I�hor�� � 2��(jxj+N + 1)
e��Np
��N

�
�
2 cosh(2�y) +

e2�y

e2�(N�y) � 1
+

e�2�y

e2�(N+y) � 1

�
:

(19)

For the contributions coming from the vertical parts of R, we have
��I�vert�� � 2�(jxj+N + 1)

e�!N
2

N

Z N+y

�N+y
e�(���)jtj+!(y�t)

2

dt

= 2�(jxj+N + 1)
e��N

N

Z N

�N
e�2�js+yj+!s

2

ds :

In order to estimate the last integral, we determine a piecewise linear majorant
for the exponent of e. Using a convexity property of parabolas, we �nd that

�2� js+ yj+ !s2 �
(

�[y + (1� y=N)s] if s 2 [�N;�y];
��[y + (1 + y=N)s] if s 2 [�y;N ]:

With these majorants we obtainZ �y

�N
e�2�js+yj+!s

2

ds <
e�y

2=N

�(1� y=N)

and Z N

�y
e�2�js+yj+!s

2

ds <
e�y

2=N

�(1 + y=N)
:

Hence, ��I�vert�� < 4�(jxj+N + 1)
e��N

�N
� e�y

2=N

1� (y=N)2
: (20)

Finally, combining (14), (19), and (20), we arrive at the desired error bound in
the case where h = 1. 2

Note that in (11) the summation depends on the real part of z. Globally,
Ch;N [f ] provides a piecewise analytic approximation. On each of the strips�

z 2 C :

�
k � 1

2

�
h � <z <

�
k +

1

2

�
h

�
(k 2 Z);

Ch;N [f ] is the restriction of an entire function of order two.
In Theorem 2.1 the function f is not required to be of exponential type. Since

� can be any non-decreasing, non-negative function, f may grow arbitrarily fast
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on parallels to the real line. However, when f is not of exponential type, then
it is not guaranteed that the error bound will approach zero as N !1:

We now turn to entire functions of exponential type. The directional growth
of such a function is described by the indicator; see [2, Ch. 5]. From the proper-
ties of the indicator, it follows that every entire function f of exponential type
can be estimated as

jf(� + i�)j � Me�j�j+�j�j (�; � 2 R); (21)

where M , �, and � are non-negative numbers. Conversely, if an entire function
f satis�es (21), then it is of exponential type (�2 + �2)1=2:

For � > 0 we shall say that an error bound converges to zero exponentially

of order � as N ! 1 if it has the form (6). In the following corollary it is
remarkable that the error bound converges exponentially to zero while f may be
any entire function of exponential type including those that increase exponen-
tially on the real line. We do not know of any other result in sinc approximation
where the samples are allowed to grow exponentially.

In this connection, it may be of interest to recall a conjecture [4, p. 620,
Problem 16(II)] which states that for � 2 (0; �) it is not possible to have a
formula

f(z) =
1X

n=�1

f(n)��;n(z) (z 2 C )

that holds for all f 2 E� .

Corollary 2.2 Let f be an entire function satisfying (21) with non-negative

numbers M , �, and �, and let h 2 (0; �=(� + 2�)). Then, in the notation of

Theorem 2.1,

��f(z)� Ch;N [f ](z)
�� � ��sin(h�1�z)�� 2e�(��h�)Np

��N
Me�(j<zj+h) �N (h

�1=z):

Proof Setting �(x) =Me�x; we obtain the result as an immediate consequence
of Theorem 2.1. 2

It is not surprising that exponential growth of f on the real line, as it is
admissible when � in (21) is positive, a�ects the order of exponential convergence
of the error bound. However, polynomial growth on the real line does not a�ect
the order of exponential convergence.

Corollary 2.3 Let f be an entire function of exponential type � satisfying

jf(�)j � M
�
1 + �2

�k=2
(� 2 R); (22)
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where M � 0 and k 2 N0 ; and let h 2 (0; �=�) \ (0; 1]. Then, in the notation of

Theorem 2.1,

��f(z)� Ch;N [f ](z)
�� � ��sin(h�1�z)�� 2Nk�1=2e��Np

��
MBk;N (h

�1z)�N (h
�1=z);

where

Bk;N (�) :=

"�
1 +

1 + j<�j
N

�2

+

�
1 +

1 + j=�j
N

�2
#k=2

:

Proof First, suppose that � < � and h = 1. Consider

g(z) :=
f(z)

(z + i)k
: (23)

Obviously, g is analytic and of exponential type � in the closed upper half-plane.
Moreover, jg(�)j �M for � 2 R: Hence, by [2, Theorem 6.2.4], we have

jg(� + i�)j � Me�� (�; � 2 R; � � 0);

and so

jf(� + i�)j � M
�
�2 + (j�j+ 1)2

�k=2
e�j�j (24)

for � 2 R and � � 0: A similar consideration for the lower half-plane with i
replaced by �i in (23) shows that (24) holds for all �; � 2 R:

Next we note that in the proof of Theorem 2.1 the estimate (10) is needed
for j�j � N + jyj only. Under this restriction we see from (24) that (10) holds
with

�(j�j) = M
�
�2 + (jyj+N + 1)2

�k=2
:

Now the conclusion for h = 1 is an immediate consequence of Theorem 2.1.

When 0 < h < 1, which is necessarily the case when � > �, we consideref(z) := f(hz). Then ef is of exponential type h�, which is less than �. Further-
more, ��� ef(�)��� � M

�
1 + (h�)2

�k=2 � M
�
1 + �2

�k=2
(� 2 R): (25)

This shows that the hypotheses of the corollary hold for ef: Now, the �rst part
of the proof gives an error bound for ef from which the desired result for f is
deduced by replacing z by z=h. 2

We note that f satis�es the hypotheses of Corollary 2.3 with k = 0 if and
only if f 2 B1� and then M can be taken as kfk1: In this case, the additional
restriction that h � 1, which was needed in (25) only, can be dropped.



208 G. SCHMEISSER AND F. STENGER

Corollary 2.4 Let f 2 B1� ; where � > 0. Then, in the notation of Theo-

rem 2.1, we have��f(z)� Ch;N [f ](z)
�� � ��sin(h�1�z)�� 2e��Np

��N
kfk1 � �N (h�1=z): (26)

Remark If in addition to the hypotheses of Corollary 2.4 we have f 2 L2(R),
then kfk1 �

p
�=�kfk2; see [9, p. 319]. This allows us to compare (9) with

(26) for =z = 0.

In view of Corollary 2.4, we may ask for the best piecewise approximation
of a function f 2 Bp� by a linear combination of 2N + 1 successive samples
f(hn). Clearly, by scaling f appropriately, we can restrict ourselves to the case
where h = 1. Furthermore, as far as piecewise approximation on the real line is
concerned, it is enough to consider the interval [�1=2; 1=2) since f 2 Bp� implies
that the translates f(�+ k) also belong to Bp�: Hence, a normalized form of the
problem may be stated as follows.

Problem Let p 2 [1;+1] and � 2 (0; �) be given. Let � be the collection of
all sequences

� := f�n;N : n = 0;�1; : : : ;�N; N 2 Ng
of functions

�n;N :

�
�1

2
;
1

2

�
�! C :

For f 2 Bp�; de�ne

EN (f; �; p; �) := sup
�1=2�x<1=2

�����f(x)�
NX

n=�N

f(n)�n;N(x)

����� ;
E(f; �; p; �) := lim sup

N!1

lnEN (f; �; p; �)

N
;

E(�; p; �) := sup
�
E(f; �; p; �) : f 2 Bp�

	
;

and determine
E(p; �) := inf

�
E(�; p; �) : � 2 �

	
:

From Corollary 2.4, it follows that

�1 � E(p; �) � � � � �

2

for any p 2 [1;+1]: As a next step, it may be interesting to know whether

�1 < E(p; �) < � � � �

2
:
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3 Functions Analytic in a Strip

For d > 0; we introduce the strip

Sd :=
�
z 2 C : j=zj < d

	
:

First we recall a result for the classical sampling series. It is a version of [13,
Theorem 3.1.7 for s =1].

Theorem C Let f be analytic and bounded on the strip Sd, and suppose that

jf(x)j � ce��jxj (x 2 R) (27)

for some positive numbers c and �. For N 2 N,

h :=

�
�d

�N

�1=2

;

and z 2 Sd, de�ne

CN [f ](z) :=
NX

n=�N

f(hn)sinc (h�1z � n):

Then there exists a positive number c1, depending only on f , d, �; and y := =z,
such that

jf(z)� CN [f ](z)j � c1
p
N exp

 
�(d� jyj)

r
��N

d

!
:

A result in the spirit of Theorem 2.1 is as follows.

Theorem 3.1 Let f be analytic in Sd such that

jf(� + i�)j � �(j�j) (�; � 2 R; j�j < d);

where � is a continuous, non-decreasing, non-negative function on [0;1): For
N 2 N; h := d=N; z 2 Sd=4, and Nz := b<z + 1

2c, de�ne

CN [f ](z) :=
Nz=h+NX

n=Nz=h�N

f(hn) sinc
� z
h
� n

�
exp

�
� �

2N

� z
h
� n

�2�
: (28)

Then ��f(z)� CN [f ](z)
�� � ��sin(h�1�z)�� 2

p
2

�
p
N

e��N(1�2q)=2

��(j<zj+ d+ h) � 
N (q) ;
(29)
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where q := j=zj =d and


N (q) :=
1

1� q

"
1

1� e�2�N
+

2
p
2

�
p
N(1 + q)

#

=
1

1� q

h
1 +O(N�1=2)

i
(N !1):

Proof It is enough to prove the error estimate for functions which are analytic
in the closure of Sd: In fact, if this has been done and we have a function that
satis�es nothing more than the hypotheses of Theorem 3.1, then (29) will hold
with d replaced by d�" for suÆciently small positive ": But in this result the two
sides of the error estimate depend continuously on ": Hence, the limit " ! 0+
amounts to replacing " by zero.

It is also enough to prove the theorem for an arbitrary but �xed N 2 N: For
doing this, we may assume that d = N , and so h = 1, by scaling the argument of
f appropriately. As explained in the proof of Theorem 2.1, we may also assume
that y := =z � 0:

After these specializations we set N 0 := N + 1
2 , ! := �=(2N), and denote by

R the positively oriented rectangle with vertices at �N 0 + Nz � i(N � y) and
�N 0 +Nz + iN: Using again the kernel (13), we have by the residue theorem

E := f(z)� CN [f ](z) =
Z
R
K(z; �) d�

=
sin�z

2�i

�
I�hor + I+vert + I+hor + I�vert

�
;

(30)

where

I+hor = �
Z N 0+Nz

�N 0+Nz

f(t+ iN)G(
p
!(z � t� iN))

(t� z + iN) sin�(t� iN)
dt ;

I�hor =

Z N 0+Nz

�N 0+Nz

f(t� i(N � y))G(
p
!(x� t+ iN))

(t� x� iN) sin�(t� i(N � y))
dt ;

and

I�vert = �i
Z N

�N+y

f(�N 0 +Nz + it)G(
p
!(z �N 0 �Nz � it))

(�N 0 +Nz + it� z) sin�(�N 0 +Nz + it)
dt :

Note that for every point � 2 R we have

jf(�)j � �(N 0 + jNzj) � �(jxj+N + 1):
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Employing the inequalities (15){(18), we easily �nd:

��I+hor�� � 2�(jxj+N + 1)

N � y
� e

!(N�y)2��N

1� e�2�N

r
�

!
; (31)

��I�hor�� � 2�(jxj+N + 1)

N
� e!N

2��(N�y)

1� e�2�(N�y)

r
�

!
; (32)

��I�vert�� � 2�(jxj+N + 1)

N
� e�!N2

Z N

�N+y
e!(y�t)

2��jtj dt : (33)

Clearly,

!(N � y)2 � �N � !N2 � �(N � y) = ��

2
(N � 2y) :

It can also be veri�ed that

(N � y)
�
1� e�2�N

� � N
�
1� e�2�(N�y)

�
:

Hence, (31) and (32) can be simpli�ed to

��I�hor�� � 2�(jxj+N + 1)

N � y
� e
��(N�2y)=2

1� e�2�N

r
�

!
: (34)

In order to estimate the integral in (33), we replace the exponent of e by the
following piecewise linear majorant:

!(y � t)2 � � jtj �
(

!y2 + t(�=2 � !y) if t 2 [�N + y; 0];

!y2 � t(�=2 + 2!y) if t 2 [0; N ]:

This leads us to��I�vert�� <
2�(jxj+N + 1)

N
e�!(N

2�y2)

�
1

�=2 � !y
+

1

�=2 + 2!y

�

� 2�(jxj+N + 1)

N
e��(N�2y)=2

�
1

�=2 � !y
+

1

�=2 + !y

�
(35)

=
8�(jxj+N + 1)

�N
e��(N�2y)=2

1

1� (y=N)2
:

The proof is completed by combining (30), (34), and (35). 2

Let us add a few comments on the previous results. In the method of con-
tour integration along a rectangle, the contributions coming from the vertical
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line segments determine the truncation error while those coming from the hori-
zontal line segments determine the aliasing error. Note that in Theorem B and
in Theorem 2.1 the numbers N and h can be chosen independently while in The-
orem C and in Theorem 3.1 they are correlated. The correlation is necessary in
order to balance the two kinds of error.

We observe that the accuracy of the operator CN [f ] in (28) compares with
that of CM [f ] in Theorem C if � in (27) is not smaller than �=(4d) and M is
about N2. Moreover, in Theorem 3.1 no decay of jf(x)j as x! �1 is required.
On the other hand, Theorem C has the advantage that its error bound converges
to zero as N ! 1 for each z 2 Sd while in Theorem 3.1 this is only the case
when z 2 Sd=4: Since for z = x+ iy with x; y 2 R we have

sinh

�
�N

jyj
d

�
�
���sin�� z

h

���� � cosh
�
�N

y

d

�
;

the decisive factor in the error bound (29) becomes

exp

�
� �N

2

�
1� 4 jyj

d

��
;

which guarantees convergence to zero for jyj < d=4 only. This restriction is
genuine. It comes from the fact that jG(x+ iy)j increases rapidly as jyj increases.

In signal processing, a function f 2 L2(R) is also called a signal of �nite

energy. It has a Fourier transform

bf(u) := 1p
2�

Z 1

�1
f(x)e�iux dx ;

where the integral must be de�ned as a limit in the L2 norm; see [5, De�nition
2.12]. As a consequence of Theorem 3.1, we obtain a result for signals which are
not necessarily bandlimited, that is, the support of their Fourier transform need
not be bounded.

Corollary 3.2 Let f be a continuous signal of �nite energy such that��� bf(u)��� � Me��juj (u 2 R) (36)

for some positive numbers M and �: For N 2 N and d 2 (0; �), set h := d=N .

Then, for x 2 R, we have

jf(x)� CN [f ](x)j � ��sin �h�1�x��� 4M

�3=2(�� d)
� e
��N=2

p
N


N (0)

� 1:37M

�� d
� e
��N=2

p
N

:
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Proof For z = x + iy, where x; y 2 R and jyj � d; we consider the function g
de�ned by

g(z) :=
1p
2�

Z 1

�1

bf(u)eizu du : (37)

Using (36), we �nd that

jg(z)j � Mp
2�

Z 1

�1
e��juj�yu du

� 2Mp
2�

Z 1

0
e�u(��jyj) du

�
r

2

�
� M

�� d
:

From this we conclude that g is analytic in the strip Sd and satis�es the hy-
potheses of Theorem 3.1 with

�(�) �
r

2

�
� M

�� d
:

Furthermore, f(x) = g(x) for x 2 R as a consequence of the Fourier inver-
sion theorem and the continuity of f . Now, applying Theorem 3.1 to g and
substituting z = x 2 R, we obtain the desired result. 2

Under the hypotheses of Corollary 3.2, an error bound for the approximation
by the truncated classical sampling series can be deduced from a result by Butzer
and Stens [3, Theorem 1].

4 Examples

We restrict ourselves to examples which are not accessible by the results in
[8]{[12].

Example 1 Let f(z) = cos z. In this case Corollary 2.4 applies with � = 1
and kfk1 = 1. Since Ch;N [f ](x) duplicates f(x) at the points jh for j 2 Z,
it seems interesting to consider the absolute errors at the intermediate points
xh;j := (j � 1

2)h: Numerical results are given in Tables 1 to 3. As predicted
by the theory, the number of correct digits roughly doubles when N doubles.
Furthermore, without any additional cost, the precision increases when N is
�xed but h decreases. However, decreasing h means that the samples are taken
from a denser set. Note that in Tables 1 to 3 corresponding lines contain results
for comparable points xh;j. For example, x1;11 = 10:5 and x1=4;41 = 10:125: The
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h=1 abs. errors for N = 5 abs. errors for N = 10 abs. errors for N = 20

j true value bound true value bound true value bound

1 9.21E-04 3.43E-03 3.04E-06 1.04E-05 5.38E-11 1.52E-10

3 7.76E-04 3.43E-03 2.98E-06 1.04E-05 4.64E-11 1.52E-10

5 2.75E-04 3.43E-03 5.59E-07 1.04E-05 1.52E-11 1.52E-10

7 1.01E-03 3.43E-03 3.45E-06 1.04E-05 5.90E-11 1.52E-10

9 5.61E-04 3.43E-03 2.31E-06 1.04E-05 3.40E-11 1.52E-10

11 5.38E-04 3.43E-03 1.52E-06 1.04E-05 3.08E-11 1.52E-10

Table 1: Approximation of cos at xh;j for h = 1.

h= 1
2

abs. errors for N = 5 abs. errors for N = 10 abs. errors for N = 20

j true value bound true value bound true value bound

1 2.85E-04 8.56E-04 2.70E-07 7.47E-07 3.41E-13 9.03E-13

5 1.92E-04 8.56E-04 1.86E-07 7.47E-07 2.31E-13 9.03E-13

9 1.25E-04 8.56E-04 1.15E-07 7.47E-07 1.49E-13 9.03E-13

13 2.96E-04 8.56E-04 2.82E-07 7.47E-07 3.55E-13 9.03E-13

17 1.21E-04 8.56E-04 1.20E-07 7.47E-07 1.46E-13 9.03E-13

21 1.95E-04 8.56E-04 1.82E-07 7.47E-07 2.33E-13 9.03E-13

Table 2: Approximation of cos at xh;j for h = 1
2 .

h= 1
4

abs. errors for N = 5 abs. errors for N = 10 abs. errors for N = 20

j true value bound true value bound true value bound

1 1.47E-04 4.32E-04 7.26E-08 2.02E-07 2.86E-14 7.02E-14

9 8.65E-05 4.32E-04 3.69E-08 2.02E-07 1.60E-14 7.02E-14

17 7.55E-05 4.32E-04 4.19E-08 2.02E-07 1.53E-14 7.02E-14

25 1.49E-04 4.32E-04 7.18E-08 2.02E-07 2.87E-14 7.02E-14

33 4.88E-05 4.32E-04 1.78E-08 2.02E-07 8.61E-15 7.02E-14

41 1.09E-04 4.32E-04 5.70E-08 2.02E-07 2.15E-14 7.02E-14

Table 3: Approximation of cos at xh;j for h = 1
4 .

error bounds, which do not depend on xh;j, are quite realistic, that is, they do
not overestimate the true error very much.

Figures 1{3 show the graphs of the error on the interval [0; 10] for N = 10
and h equal 1, 1/2, and 1/4, respectively.

Example 2 Let f(z) = cosh z. In this case Corollary 2.2 applies with � = 1,
� = 0, and M = 1. Since cosh z = cos(iz); we have essentially the same
function as in Example 1, except that now the samples are taken on a line of
maximal growth. This time, we restricted ourselves to h = 1=4 and computed
the errors at points x1=4;j = (2j � 1)=8 spreading over an interval of length 10;
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Figure 1: Graph of cos�Ch;N [cos] for h = 1, N = 10.
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Figure 2: Graph of cos�Ch;N [cos] for h = 1=2, N = 10.

the largest point being x1=4;41 = 10:125: Numerical results are given in Tables 4
to 6. The absolute errors increase with j, but the relative errors are nearly
constant for �xed N , and they have about the same size as the absolute errors
in the previous example or are even a little smaller. Unfortunately, the error
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Figure 3: Graph of cos�Ch;N [cos] for h = 1=4, N = 10.

bounds overestimate the true errors quite a bit. Perhaps the estimates in the
proof of Theorem 2.1 should be re�ned in the case where � is not a constant.

Figures 4 and 5 show the graphs of the error cosh�Ch;N [cosh] and the signed
relative error (cosh�Ch;N [cosh])= cosh on the interval [0; 10] for h = 1=4 andN =
5. The calculations are quite sensitive to round-o� errors. This phenomenon is
a price we must pay for approximating a function from exponentially increasing
samples. It comes from the fact that such a small quantity like the true error is
calculated via large numbers, such as cosh 10: For the tables a higher precision
has been used than for the graphs. This may explain why the values in the
fourth column of Table 4 di�er from the corresponding values in Fig. 5 by about
15%.

h= 1
4

abs. errors for N = 5 rel. errors for N = 5

j true value bound true value bound

1 3.08E-05 1.11E-03 3.06E-05 1.10E-03

9 1.59E-04 8.23E-03 3.73E-05 1.94E-03

17 1.16E-03 6.08E-02 3.76E-05 1.96E-03

25 8.59E-03 4.49E-01 3.76E-05 1.96E-03

33 6.35E-02 3.32E 00 3.76E-05 1.97E-03

41 4.69E-01 2.45E 01 3.76E-05 1.97E-03

Table 4: Approximation of cosh at xh;j with N = 5.
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h= 1
4

abs. errors for N = 10 rel. errors for N = 10

j true value bound true value bound

1 3.39E-08 9.77E-07 3.36E-08 9.69E-07

9 1.65E-07 7.22E-06 3.89E-08 1.70E-06

17 1.21E-06 5.33E-05 3.91E-08 1.72E-06

25 8.94E-06 3.94E-04 3.91E-08 1.72E-06

33 6.60E-05 2.91E-03 3.91E-08 1.72E-06

41 4.88E-04 2.15E-02 3.91E-08 1.72E-06

Table 5: Approximation of cosh at xh;j with N = 10.

h= 1
4

abs. errors for N = 20 rel. errors for N = 20

j true value bound true value bound

1 6.77E-15 1.19E-12 6.72E-15 1.18E-12

9 6.79E-15 8.76E-12 1.60E-15 2.06E-12

17 4.43E-14 6.48E-11 1.43E-15 2.09E-12

25 3.26E-13 4.78E-10 1.43E-15 2.09E-12

33 2.41E-12 3.54E-09 1.43E-15 2.09E-12

41 1.78E-11 2.61E-08 1.43E-15 2.09E-12

Table 6: Approximation of cosh at xh;j with N = 20.
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Figure 4: Graph of cosh�Ch;N [cosh] for h = 1=4, N = 5.
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Figure 5: Graph of (cosh�Ch;N [cosh])= cosh for h = 1=4, N = 5.

Example 3 Let f(z) = (1 + z2)1=2, taking that branch of the root which is
positive on the real line. In this case Theorem 3.1 applies with d = 1 and

�(x) =

8><>:
(1 + x2)1=2 for x2 � 1

2
;

(1 + 4x2 + x4)1=4 for x2 � 1

2
:

First we computed the absolute errors and the error bounds of Theorem 3.1 for
an approximation by CN [f ] at points tN;j := (2j�1)=(2N): The results are shown
in Table 7. The table has been arranged in such a way that all results located
in one line belong to comparable points tN;j. It is seen that the errors grow very
slowly for �xed N and increasing j. The error bounds are very realistic. Graphs
of the error on the interval [0; 5] for N = 5 are shown in Figures 6 and 7.

In a second test, we considered the quality of approximation at the non-
real points iy; see Table 8. As predicted by the theory, we have exponential
convergence when jyj < 1=4 while the errors increase with an exponential rate
when jyj > 1=4:
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Figure 6: Graph of the error for Example 3 for N = 5.
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Figure 7: Graph of the relative error for Example 3 for N = 5.
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Absolute errors for N = 5

j true value bound

5 1.68E-04 5.45E-04

10 3.05E-04 7.43E-04

15 4.43E-04 9.45E-04

20 5.82E-04 1.16E-03

25 7.23E-04 1.14E-03

Absolute errors for N = 15

j true value bound

15 1.63E-11 4.07E-11

30 2.86E-11 5.58E-11

45 4.10E-11 7.15E-11

60 5.37E-11 8.75E-11

75 6.66E-11 1.04E-10

Absolute errors for N = 25

j true value bound

25 1.94E-18 4.52E-18

50 3.39E-18 6.21E-18

75 4.86E-18 7.97E-18

100 6.36E-18 9.76E-18

125 7.88E-18 1.16E-17

Table 7: Approximation of (1 + z2)1=2 at tN;j :=
2j�1
2N .

Absolute errors for N = 5

y true value bound

0.05 5.11E-05 7.48E-04

0.10 3.90E-04 4.53E-03

0.15 2.31E-03 2.36E-02

0.20 1.24E-02 1.20E-01

0.25 6.48E-02 6.12E-01

0.30 3.34E-01 3.12E 00

0.35 1.70E 00 1.61E 01

Absolute errors for N = 15

y true value bound

0.05 1.40E-10 1.56E-09

0.10 1.95E-08 1.83E-07

0.15 2.52E-06 2.15E-05

0.20 3.14E-04 2.52E-03

0.25 3.82E-02 2.97E-01

0.30 4.57E 00 3.52E 01

0.35 5.40E 02 4.20E 03

Absolute errors for N = 25

y true value bound

0.05 3.72E-16 4.02E-15

0.10 1.21E-12 1.09E-11

0.15 3.63E-09 2.95E-08

0.20 1.05E-05 8.02E-05

0.25 2.97E-02 2.19E-01

0.30 8.23E 01 6.02E 02

0.35 2.25E 05 1.66E 06

Table 8: Approximation of (1 + z2)1=2 at non-real points iy.

References

[1] A. Beurling and P. Malliavin, On Fourier transforms of measures with com-
pact support, Acta Math., 107, 291{309, 1962.

[2] R. P. Boas, Entire Functions, Academic Press, New York, 1954.

[3] P. L. Butzer and R. L. Stens, The Euler{MacLaurin summation formula, the
sampling theorem, and approximate integration over the real axis, Linear
Algebra Appl., 52/53, 141{155, 1983.

[4] P. L. Butzer, R. L. Stens, and B. Sz.-Nagy (Eds.), Anniversary Volume

on Approximation Theory and Functional Analysis, ISNM 65, Birkh�auser,
Basel, 1984.

[5] J. R. Higgins, Sampling Theory in Fourier and Signal Analysis, Clarendon
Press, Oxford, 1996.

[6] N. Levinson, Gap and Density Theorems, Colloq. Publ. 26, Amer. Math.
Soc., New York, 1940.

[7] F. Marvasti (Ed.), Nonuniform Sampling, Theory and Practice, Kluwer
Academic/Plenum Publishers, New York, 2001.



SINC APPROXIMATION WITH A GAUSSIAN MULTIPLIER 221

[8] L.W. Qian, On the regularized Whittaker{Kotel'nikov{Shannon sampling
formula, Proc. Amer. Math. Soc. 131, 1169{1176, 2003.

[9] L.W. Qian and D. B. Creamer, A modi�cation of the sampling series with
a Gaussian multiplier, Sampl. Theory Signal Image Process., 5, 307{325,
2006.

[10] L.W. Qian and D. B. Creamer, Localization of the generalized sampling
series and its numerical application, SIAM J. Numer. Anal., 43, 2500{2516,
2006.

[11] L.W. Qian and D. B. Creamer, Generalized de la Vall�ee Poussin kernel and
its numerical application, Appl. Numer. Math., submitted.

[12] L.W. Qian and H. Ogawa, Modi�ed sinc kernels for the localized sampling
series, Sampl. Theory Signal Image Process., 4, 121{139, 2005.

[13] F. Stenger, Numerical Methods Based on Sinc and Analytic Functions,
Springer, New York, 1993.


